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Abstract—Per-flow frequency estimation plays a fundamental
role in network measurement. As a probabilistic data structure,
sketch has been extensively investigated and used for per-
flow frequency estimation, but most sketch-based proposals in
previous literatures cannot achieve high accuracy and high speed
simultaneously. Moreover, because each insertion to a sketch
causes increment in multiple entries, the over-estimation error
will accumulate quickly over time. In this paper, we propose
Cuckoo Counter, a compact and accurate framework for per-
flow frequency estimation, which employs three novel ideas: (1)
kicking out conflicting flows instead of using multiple entries
counts to improve accuracy; (2) using different sizes of entries
to insulate mice flows from elephant flows, which can handle the
skewed data streams efficiently and improve memory utilization;
(3) a Cuckoo-like replacement strategy for mice flows, so as
to maintain accurate records for elephant flows. To verify the
effectiveness and efficiency of our framework, we compared it
with two well-known sketches as well as the recent proposed
Augmented sketch and Pyramid sketch. Extensive experimental
results on three different types of test datasets show that Cuckoo
Counter outperforms these sketches considerably.

Index Terms—Network measurement, Frequency Estimation,
Sketch

I. INTRODUCTION

Per-flow frequency estimation in network measurement can
provide significant information for network operations, such
as quality of service, congestion control, capacity planning
and anomaly detection [1]–[9]. Many algorithms have been
proposed [10]–[13]. In real network scenarios (phone call,
videos sensor data network traffic, web clicks and crawls),
the massive data comes as a high-speed stream [14]–[17]
. However, the traditional method of network measurement
is sample-based, which has low accuracy. Nevertheless, it
is impractical to record all flows accurately in high-speed
streams. So, using sketch a probabilistic data structure to
estimate flows frequencies has become popular and widely
accepted [8] [16] [18]–[21] . There are many classic sketches
proposed in the literatures [4] [22]–[25]. Sketches provide fine-
grained measurements and use a fixed small size of memory to
summarize traffic statistics of all flows, causing only boundary
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errors. Furthermore, sketches use multiple hash functions to
map a flow to multiple entries to improve the accuracy. But
higher accuracy requires more hash functions, which results
in lower speed. Hence, most sketches cannot achieve high
accuracy and high speed simultaneously.

Another characteristic of network traffic is that it is non-
uniformly distributed [8]. In other words, most flows have low
frequencies ( < 16, called mice flows), while a few flows have
very high frequencies ( > 40000, called elephant flows). Gen-
erally, the network traffic distribution conforms to the Zipfian
[26] distribution, while most exiting sketches (CM sketches
[22], CU sketches [4] and Count sketches [23]) that use entries
of the same size do not work well for the network traffic.
That is because if the entry size is allocated according to the
size of elephant flows, the higher bits in many entries used to
store mice flows are all wasted. This results in low memory
utilization. But, if the entry size is allocated according to the
size of mice flows, the entry overflow will result in very low
measurement accuracy of the elephant flows. The Augmented
sketch [14] uses an additional filter on existing sketch S to
capture elephant flows dynamically, but when inserting a flow,
it will cause many exchanges between the sketch and the filter.
The Pyramid sketch [27] proposed lately uses a hierarchical
data structure to dynamically accommodate elephant flows and
mice flows. While it still requires multiple entries updated for
each insertion, which affects the performance. Since for the
same memory size, if a flow is counted as many entries, there
will be fewer entries to exactly estimate different flows, which
will increase the probability of hash collisions and thus affect
the overall error.

In this paper, we propose Cuckoo Counter, a compact and
accurate framework for per-flow frequency estimation. Cuckoo
Counter maintains a similar data structure as the Cuckoo hash
[28], with two arrays of N buckets each, and four entries
in each bucket, but the entries are of different sizes. Each
entry consists of two parts, i.e.) fingerprint and counter. The
key ideas of our Cuckoo Counter are as follows. (1) We
leverage entries with different sizes to count the frequencies of
mice flows and elephant flows respectively, which can handle
skewed data streams efficiently and improve the memory
utilization. The reason we assign four entries to each bucket
is that when light collisions occur, we keep flows that are all
conflicting in the same bucket as much as possible to avoid
kick-outs across buckets. When the current counter of the entry
overflows, we relocate the stored flow to a larger entry in the
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same or the alternative bucket, so as to guarantee that elephant
flows are placed in entries with large size. We fixed each
bucket to a 64-bit size so that we only need one memory access
for per bucket operation, which would achieve fast speed.
(2) When serious conflicts occur, we use partial-key cuckoo
hashing [29] to kick out flows that are in the smallest entries,
thus ensuring that we always kick out mice flows. Therefore,
we merely introduce errors among mice flows and make sure
that the statistics of the elephant flows are accurate, because
elephant flows are generally considered more important than
mice flows in most cases. (3) We only use one entry to store
the frequency of a flow while ensuring high precision and
high speed, thus improving memory utilization. However, we
need to introduce fingerprints to identify different flows in
the same bucket, which will cause small memory overhead
but easy to distinguish elephant flows. Our experiments also
show that this memory consumption is entirely acceptable. The
experiments illustrate that our Cuckoo Counter improves the
insertion throughput by 30%, query throughput by 70% and
accuracy by 230% compared with the state-of-the-art Pyramid
sketch on average. The source code is available at Github [30].

The rest of this paper is organized as follows. In Section II,
we first briefly summarize the related work. We describe our
Cuckoo Counter in detail in Section III. Section IV provides
experimental results. Finally, Section V draws conclusion and
the future work.

II. RELATE WORK

The most popular per-flow frequency estimation method
in network measurement is sketches. The classical frequency
estimation sketches include CM sketches [22] , CU sketches
[4], Count sketches [23], and the recently frequency estimation
sketches are Augmented sketch [14] and Pyramid sketches
[27]. The most widely used sketch is the CM sketch. A CM
sketch consists of d arrays, denoted by A1···Ad, where each
array maintains W entries. There are d hash functions, h1···hd.
When inserting a flow e, the CM sketch adds all the d mapped
entries, i.e.) A1[h1(e)] · · ·Ai[hi(e)], (1 ≤ hi(e) ≤ w, 1 ≤ i ≤
d) by 1. When querying a flow e’, it returns the minimum
values of the d mapped entries, i.e.) min(1≤i≤d)Ai[hi(e

′)].
Due to hash collisions, the same entry may be shared by
different flows, which results a high error for mice flows. The
CU sketch processes are similar to the CM sketch expect that
it only increases the minimum entries of the d mapped entries
by 1 when inserting. The Count sketch is also similar to the
CM sketch except for assigning two hash functions to each
array. The Augmented sketch uses an additional filter (a queue
with k entries) on existing sketch S to capture elephant flows
dynamically. It uses prefilter to increase accuracy but increases
complexity and results slower update and query speed. The
Pyramid sketch is a layered data structure with λ layers.
The entries of layer i are half of layer i − 1, i ⊆ [1, λ]. It
can dynamically adapt to mice flows and elephant flows in
network traffic and has high speed and accuracy, but it still
uses multiple entries to estimate a flow, which results in low
memory utilization and large error.

There are two commonly algorithms of Counter vari-
ants(Counter Braids [11] and Randomized Counter Sharing
[12]) are used to estimate per-flow frequency. In Counter
Braids, due to the post process, the query speed is significantly
slow. The Randomized Counter Sharing sacrifices its accuracy
for high speed. So, both of them cannot provide high speed
and high accuracy at the same time. There are also some other
typical counter-based data structures in network measurement,
but most of them are used for finding the top-k frequent flows,
such as Lossy Counting [1], Space-Saving [31] and Frequent
[32].

We are inspired by the Cuckoo hashing [28]. Cuckoo
hashing is proposed to solve the hash conflict problem. It
has the characteristics of high space efficiency and fast query
speed. The Cuckoo filter [29] is a compact variant of a cuckoo
hash table that stores only fingerprints. The Cuckoo filter is
primarily used to check if a flow exists. To the best of our
knowledge, Cuckoo hashing or Cuckoo filter has not been
used to perform per-flow frequency estimation in data streams.
Meanwhile, the Cuckoo filter is not suitable for frequency
estimation in data streams, because it assigns the same sizes
of entries and kicks out too many times resulting in very low
speed.

Summary: Although there are various algorithms to esti-
mate the frequency of per-flow in network traffic, no existing
methods can achieve high accuracy and speed by storing the
frequency information of a flow only once.

III. CUCKOO COUNTER FRAMEWORK

In this section, we describe the data structure and algorithm
of our Cuckoo Counter. The algorithm includes insertion,
query, and deletion.

A. Data Structure

As shown in Figure 1, our Cuckoo Counter consists of two
arrays, A1 and A2. Each array has N buckets, and each bucket
consists of four entries with different sizes, entry1, entry2,
entry3, entry4. Entry is the unit of our Cuckoo Counter. The
four entries are 12 bits, 12 bits, 16 bits, 24 bits respectively.
Therefore, each bucket is 64 bits, and only one memory access
is required for each bucket operation. Each entry consists of
two parts, fingerprint and counter. We employ the fingerprint
of the key as identification of the flow. All fingerprints take
up 8bits memory size, therefore, the sizes of counters are 4
bits∼16 bits. Entry1.counter and entry2.counter are 4 bits.
Entry3.counter is 8 bits and entry4.counter is 16 bits. All
these entries can be used to estimate and store the mice flows.
But the elephant flows only are stored in entry4. Entry3

acts as a buffer for counting between mice flows and elephant
flows. It can deposit both mice and medium-size flows.

We introduce partial-key cuckoo hashing [29] to derive
a flows alternate location based on its fingerprint. For a
flow e, the details of calculating the index of two candidate
buckets are as follows, h1(e) = hash(e), h2(e) = h1(e) ⊕
hash(e′s fingerprint).



Fig. 1. The data structure of Cuckoo Counter.

The XOR in the formula guarantees that h1(e) can also be
computed from h2(e) and e′s fingerprint, which means that
h1(e) = h2(e) ⊕ hash(e′s fingerprint). Hence, no matter
which array the flow is in, we can calculate the location of the
flow in another array by its current position and fingerprint:

hanother = hcurrent ⊕ hash(flow′s fingerprint) (1)

B. Algorithm and Operations

Insertion: Initially, all entries are set to 0. When
inserting a flow e, we first compute two indexes by
hashing, h1(e) and h2(e) to find two candidate buck-
ets, A1[h1(e)] and A2[h2(e)]. Then we scan all entries
A1[h1(e)][entryj ], A2[h2(e)][entryj ], (1 ≤ j ≤ 4) in these
two buckets. If flow e exists, we increment the counter of
corresponding entry by 1. If flow e is an new flow, then
we check if there are empty entries in A1[h1(e)][entryj ] or
A2[h2(e)][entryj ], and if so, insert the flow into the empty
entry which is found firstly and set the value of the counter to
1. If the two buckets are full, we randomly select a flow e’ in
A1[h1(e)][entry1] or A2[h2(e)][entry1] to kick out, and insert
flow e into the kicked-out entry. Then relocate the kicked flow
e’ by the partial-key cuckoo hash. The flow e’ will be inserted
into the corresponding bucket of another array. If the bucket
is full too, we will kick out the flow e” in the entry1 of the
bucket to insert the flow e’, and replace e” again. We keep
kicking out and inserting until the original flow and the kicked-
out flows are inserted, or the kicking out times reach 2. When
the kicking number is 2, we randomly select a bucket from
the current kicked-out flow mapped two buckets, then replace
the fingerprint of entry1 in the bucket by the fingerprint of
current kicked-out flow and add these counters of two flows
simply. The Algorithm of insertion is given in Figure2.

We only select an entry1 of A1[h1(e)][entryj ] or
A2[h2(e)][entryj ] randomly to kick out or insert when the
buckets of flow e mapped are full. Because we make sure that
entry1 always record the mice flow in data stream. When the
counter of the entry overflows, such as the value of the counter
in entry1 is bigger than 16, we scan other larger entries in the
bucket. If there is a larger entry, but its counter value is smaller
than the overflow entry, then swap the two entries. Otherwise,
we check these entries in another alternative bucket, if there is

Fig. 2. Insert algorithm

Fig. 3. Query algorithm
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Fig. 4. Comparison of insertion throughput on different datesets.

(a) caida datasets (b) real-life transactional datasets (c) synthetic datasets with different skewness

Fig. 5. Comparison of query throughput on different datesets.

a greater size of the entry f, but its counter value is less than
the overflow entry. Then we kick out the original flow in f and
relocate it. Afterward, we insert the overflow flow into f. This
will only add the frequency of mice flow to the elephant flow
erroneously or other mice flows, without mistakenly adding
the elephant flow to the mice flow, which greatly improve the
accuracy of the frequency estimation especially the frequencies
of elephant flows.

An error is introduced for flows that cannot be inserted
normally after the maximum number of kicks. However, the
probability that cannot be inserted in each mapped bucket is
5
N , where N is the buckets number in an array. Only when
two buckets that are hashed cannot be inserted, will a flow be
kicked out. Since, the probability of a flow is kicked out is
25
N2 . Hence the error introduced by several kicks is tolerable.
In reality, an accurate estimate of the frequency of each flow
is unrealistic and impossible.

Query: When querying a flow e, we calculate two indexes
firstly, h1(e) and h2(e), by partial-key cuckoo hashing. Then
we match the fingerprint of e with these fingerprints in
Ai[hi(e)][entryj ] (i ∈ {1, 2}, 1 ≤ j ≤ 4). If matched,
we return the counters value of the corresponding entry.
Otherwise, we return Ai[hi(e)][entry1].counter randomly.
That is because serious hash collisions result in no matching
fingerprint, but we can ensure that the flow to be queried is
definitely placed in one of the buckets which the flow e is
mapped. According to the insertion algorithm,the flow with a

severe hash conflict stored in entry1 of the mapped buckets
randomly. The Algorithm of query is given in Figure3.

Deletion: The deletion operation of our Cuckoo Counter is
simple. We also compute two indexes of a flow e, h1(e) and
h2(e) , and scan entries in Ai[hi(e)][entryj ] (i ∈ {1, 2}, 1 ≤
j ≤ 4). If the same fingerprint of flow e in these entries
exists, we decrease the corresponding counter by 1. Otherwise,
we decrease Ai[hi(e)][entry1].counter by 1 randomly. The
reason is the same as when querying.

IV. PREFORMANCE EVALUATION

A. Experimental Setup

Datasets: we use the following three datasets.
CAIDA Datasets: We use the CAIDA trace which col-

lected in Equinix-Chicago monitor from CAIDA [33]. Our
experimental CAIDA datasets are the same as that used with
Elastic Sketch [34]. Due to the results by only using source
IP address are extremely similar to by using 5-tuple (Source
IP, Destination IP, Source Port, Destination Port and Protocol)
as flow ID. We identify each flow by its source IP address (4
bytes).

Real-Life Transactional Datasets: We download the Real-
Life Transactional dataset called WebDocs from website [35].
This dataset is built from a spidered collection of web html
documents. The more details about the dataset are in [36].
Since the dataset is too large, we cut it into sub-datasets with
a size of 102MB. The frequency ranges from 1 to 5349.
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Fig. 6. Comparison of average absolute error(aae) on different datesets.

(a) caida datasets (b) real-life transactional datasets (c) synthetic datasets with different skewness

Fig. 7. Comparison of average relative error(are) on different datesets.

Synthetic Datasets: We use the Zipfgen program to gener-
ate 11 stream datasets (skewness from 0 to 1.0, with intervals
of 0.1) that follow the zipf distribution. Each dataset is fixed
one million flows and distinct flows with different numbers.
The sizes of flows are 13 bytes, and the maximum frequency
of flows in each dataset are 16 ∼ 55361.

Parameter Setting: We implement our Cuckoo Counter
in C++ [30]. We compare Cuckoo Counter with classic CM
sketch, CU sketch and the recently Augmented sketch,Pyramid
sketch. Because the PCU sketch has the best performance, we
use PCU sketch as the representative of Pyramid sketch in
our experiments. We allocate 100KB of memory size to each
experiment. The size of CM sketch, CU sketch and Augmented
sketch entries are 16 bits. CM sketch and CU sketch allocate
4 arrays and use 4 32-bit Bob hash [37] functions to flows
mapping. The Augmented sketch consists of the widely used
CM sketch and a filter. The filter will allocate about 0.4KB
additional memory, and the CM sketch of Augmented sketch
also includes 4 arrays and 4 32-bit Bob hash functions. All
entries of the PCU sketch are 4 bits, and the number of mapped
entries is 4. The PCU sketch use 1 64-bit Bob hash function.
Our Cuckoo Counter has three kinds of entries and two arrays.
The memory sizes of these counters in entries are 4 bits, 8 bits,
16 bits respectively, and the fingerprints are 8 bits. We also
use a 64-bit Bob hash to find two candidate buckets.

Test Platform: we performed all the experiments on the
server NF5 280M4. The server has 12 core CPUs (24 threads,

Intel (R) Xeon (R) CPU E5-2620 v3 @2.40 GHz) and 32GB
total DRAM memory.

B. Metrics

Three parameters are mainly evaluated in our experiments,
Throughput, Average Absolute Error (AAE), and Average
Relative Error (ARE).

Throughput: Throughput is used to measure the processing
speed of the algorithm and is estimated by the running time
of the algorithm. Its estimated by the formula N

T , where N is
the number of flows, T is the running time. We use millions
of per second (Mps) to represent throughput.

AAE: AAE is defined as 1
ψΣ(ei∈ψ)|fi − f̃i|, where fi is

the real frequency of flow ei, f̃i is the estimated frequency,
and ψ is the number of different flows.

ARE: ARE is defined as
1
ψΣ(ei∈ψ)|fi−f̃i|

f̃i
. These parameters

in the formula have the same meaning as in AAE.

C. Performance

In this part, we illustrate the performance of our Cuckoo
Counter by insertion throughput, query throughput, AAE and
ARE. We use CC as an abbreviation of Cuckoo Counter,
while CM, A, CU, PCU are used as the abbreviations of the
CM sketch, Augmented sketch, CU sketch and PCU sketch
respectively in the figures.

Insertion Throughput: We use 10 CAIDA sub-traces to
test. The Figure4(a) shows that the insertion throughput of
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Fig. 8. Comparison of insertion throughput, query throughput, aae and are on different memory sizes.

Cuckoo Counter is 1.56, 3.27, 1.70 times higher than the
insertion throughput of the CM sketch, Augmented sketch
and CU sketch severally, and slightly higher than the PCU
sketch. As Figure4(b) displays, the insertion throughput of
Cuckoo Counter is 2.64, 4.0, 2.79, 1.14 times higher than the
insertion throughput of the CM sketch, Augmented sketch,
CU sketch and PCU sketch on 10 Real-Life Transactional
Datasets. We also use the skewness datasets (skewness from
0 to 1.0, with intervals of 0.1) to experiment. The results
show that the insertion throughput of Cuckoo Counter is 1.23∼
1.75, 3.22∼3.92, 1.43∼1.86, 0.96∼1.41 times higher than the
insertion throughput of the CM sketch, Augmented sketch, CU
sketch and PCU sketch in Figure4(c).

We can see that when skewness is 0 or 0.1, the insertion
throughput of Cuckoo Counter is merely smaller than PCU
sketch. That is because we fixed 1 million flows on each
skewness datasets. The smaller skewness means more dif-
ferent flows in the data stream, causing in more kicked-out
flows when insertion. It will reduce the insertion throughput
of Cuckoo Counter. Cuckoo Counter has a higher insertion
throughput than CM sketch and CU sketch because Cuckoo
Counter only needs to hash three times (an average of 1.7
times was shown in our experiment) in the worst case(when
the memory is nearly full), while CM sketch and CU sketch
four times per insert.

Query throughput: As Figure5(a) shows, the query
throughput of Cuckoo Counter is 2.18, 3.70, 2.18, 1.50 times
higher than the CM sketch, Augmented sketch CU sketch
and PCU sketch on different CAIDA datasets. As Figure5(b)
shows, the query throughput of Cuckoo Counter is 2.98, 3.94,
2.90, 1.58 times higher than the CM sketch, Augmented sketch
CU sketch and PCU sketch on different Real-Life Transac-
tional Datasets. As Figure5(c) shows, the query throughput of
Cuckoo Counter is 2.10, 4.12, 1.96, 1.72 times higher than the
CM sketch, Augmented sketch, CU sketch and PCU sketch on
skewness datasets.

Due to Cuckoo Counter only need check two buckets when
querying a flow . The query throughput of Cuckoo Counter is
better performance than other four sketches.

AAE: Our experimental results show that on different
CAIDA datasets, the AAEs of CM sketch, Augmented sketch,
CU sketch and PCU sketch are 7.14, 7.14, 3.70, 1.52 times

higher than the AAE of the Cuckoo Counter in Figure6(a).
As Figure6(b) shows, the AAEs of CM sketch, Augmented
sketch, CU sketch and PCU sketch are 5.23, 5.60, 2.77,
1.06 times higher than the AAE of the Cuckoo Counter
on different Real-Life Transactional datasets. As Figure6(c)
shows that on different skewness datasets, the AAEs of CM
sketch, Augmented sketch, CU sketch and PCU sketch are
4.65∼17.70, 4.64∼17.68, 2.45∼9.02,1.05∼3.00 times higher
than the AAE of the Cuckoo Counter.

ARE: Our experimental results show that on different
CAIDA datasets, the AREs of CM sketch, Augmented sketch,
CU sketch and PCU sketch are 7.56, 7.56, 3.97,1.64 times
higher than the ARE of the Cuckoo Counter in Figure7(a).
The results show that on different Real-Life Transactional
datasets, the AREs of CM sketch, Augmented sketch, CU
sketch and PCU sketch are 5.23, 5.60, 2.77, 1.07 times higher
than the ARE of the Cuckoo Counter in Figure7(b). the
results show that on different skewness datasets, the AREs
of CM sketch, Augmented sketch, CU sketch and PCU sketch
are 7.67∼23.08, 7.66∼23.08, 4.46∼12.16, 1.86∼4.20 times
higher than the ARE of the Cuckoo Counter in Figure7(c).

Memory size: We test the insertion throughout, query
throughout, AAE and ARE as memory size changed on
CAIDA datasets. We set the memory size from 20KB to
200KB at each interval of 20KB. The relationship between
insertion throughput, query throughput, AAE and ARE and
the memory size displays in Figure8. We can observe that
when memory is smaller, Cuckoo Counter provides better
performance than the other four sketches.

V. CONCLUTION AND FUTURE WORK

In this paper, we propose a novel framework for per-flow
frequency estimation in network measurement, called Cuckoo
Counter. Experimental results demonstrate that our framework
provides higher accuracy and speed than the sketch-based
methods of per-flow frequency estimation in network traffic.
Meanwhile, since most of the errors of Cuckoo Counter come
from mice flows, Cuckoo Counter provides more accurate
statistics of elephant flows than mice flows. Our Cuckoo
Counter is extremely suitable for heavy hitter detection with
high accuracy. In the future, we will carry out theoretical
analysis of Cuckoo Counter and apply it to more scenarios,
such as heavy hitter detection.
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